In designing hardware trust, in [8] and [9], we described a set of anti-Trojan design methods and countermeasures that can increase IC security by making it possible to identify and quarantine a functional block found to contain a Trojan. Embedded reconfigurable logic has been used to implement function designs which may be updated in post deployment, unexpectedly added to systems after IC fabrication or temporarily used to perform IC testing before deployment. The proposed architectural features of System-on-Chip (SOC) that can minimize performance degradation and maximize the likelihood of seamless system operation despite the function replacement.

3. DFR Sequence and Seamless System Operation

The on-the-fly replacement of a function creates some critical obstacles to seamless system operation. During the configuration, a bus master may attempt to access the function being configured because other system functions are not aware of the replacement activity. This obstacle is addressed by taking advantage of delayed response capabilities that are supported in most bus protocols (e.g., the HREADY signal in AHB bus specification). When a slave cannot serve a request immediately, the slave postpones the activation of the acknowledge signal and the accessing master needs to wait for the slave’s response until the acknowledge signal is activated by the slave. Similarly, the DFR controller can delay any access of bus masters going to the replacing function during the replacement processes. This method allows other system functions to locally operate even during the configuration. The drawback of this method is that the delayed response locks bus operation and results in temporary halt of bus operation.

An architectural method called bus split is used to address the stopped bus transaction. This method allows the reconfigurable logic module to nullify the access on it so that other bus masters can utilize the system bus during the replacement. Fig.1 shows an AHB-based connection among...
a bus arbiter, master, and slave modules for the bus split operation.

Fig: 1. AHB Based Connection among Bus Arbiter, Master and Slave for Bus Split Operation

4. SOC Bus Structure And Operation

System-on-a-chip (SOC) technology is the packaging of all the necessary electronic circuits and parts for a "system" (such as a cell phone or digital camera) on a single integrated circuit (IC), generally known as a microchip. A SOC consists of multiple heterogeneous functional blocks. To enable data flow among these blocks, a SOC bus is used to interconnect one or more processing cores to each other, and to the surrounding interface logic. This approach makes it possible to create functional blocks that are specialized for and therefore highly efficient at computation for specific tasks. Traditionally, SOCs are designed under the assumption that both the functional blocks themselves and the bus management logic are free from intentionally-inserted malicious circuitry. However, as SOC complexities continue to increase the number of vulnerabilities to corruption increases as well. In this environment, it is no longer possible to assume that a chip is always free of corrupted circuitry. Instead it is more prudent to design chips with the understanding that one or more blocks may prove to be corrupted and that on-the-fly identification and replacement of such blocks can be critical for the operation of the systems in which such SOCs reside. Thus in the present work, we uses SOC based AMBA bus to enable such replacement in the context of common bus architectures.

A. AMBA AHB BUS

The AHB takes on many characteristics of a standard plug-in bus. It’s a multi-master with arbitration, putting the address on the bus, followed by the data. It also supports wait-state insertion and has a data-valid signal (HREADY).

This bus differs in that it has separate read (HRDATA) and write (HWDATA) buses. These bus connections are multiplexed rather than making use of a tristate multiple connections.

Fig: 2. AMBA Hierarchical Bus Architecture

All bus operations are initiated by bus masters, which also can serve as a slave. The master-generated address is decoded by a central address decoder that provides a select signal to the addressed bus slave unit. The bus master can “lock” the bus, reserving it with the central arbiter for a series of locked transfers. The slave unit has the option to terminate a transaction as an error, signals the master to retry, or split the transaction for later completion. Split transactions enable the slave to defer the operation until it’s able to accomplish it thereby releasing the bus for other accesses. The slave signals a split transaction and saves the master number (HMASTER). When ready to complete the transaction, the slave signals the arbiter with the master number. When the arbiter grants bus access to the master, it restarts the transaction. No master can have more than 1 pending split transaction. AHB supports 32, 64 and 128-bit data-bus implementations with a fixed 32-bit address bus. It is a synchronous bus that supports bursts and pipelining of accesses to improve throughput. The AHB system bus and APB peripheral bus are linked through a ‘bridge’ that acts as the master to the peripheral bus slave devices.

Fig: 3. AHB Arbitration

AHB supports multiple masters (either through a central arbiter, or through slave level arbiters in the case of a multi-layer AHB-Lite system). The arbiter has the task of determining which master gets to do an access. Every transfer has an address/control phase and a separate data phase. They're both pipelined (able to start the next transfer's arbitration and address phase while finishing the current transfer). The address transfer is always followed by the data phase. A slave (memory or peripheral device which accepts a read or write request from a master) can prolong the transfer (add wait states) using the HREADY signal. Separate unidirectional buses for read (HRDATA) and write (HWDATA) are used. AHB supports bursts which can either be of undefined-length or fixed length (4, 8 or 16 beats). Bursts may be performed to a fixed address (e.g. for wrap (where a critical word within a cache line is accessed first)). The address from a master is decoded by a central address decoder that provides a select signal to one of the slaves. Slaves may respond to accesses by the master by signaling OK, or by reporting an error. In the full AHB system (but not AHB-Lite), slaves may also give a retry response, or the less commonly used split response. Split transactions let the slave to delay completion of the access until ready to free the bus for other accesses by a different master. The slave records the number of the master and signals the arbiter when the split transfer can complete. When the arbiter re-grants the bus to that master, it restarts the
A master can have only one pending split transaction.

**Fig: 4.** A High-Level View of AMBA SOC Bus Interconnections, Showing Master and Slave Devices, an Arbiter, an Address Decoder and Various Multiplexers

**B. AMBA BUS Arbitration**

The AHB Arbiter is used in AMBA® 2.0 AHB multi-master systems to arbitrate the access to FIFO access), increment addresses (in steps of a single increment equal to the size of the access) or the AHB bus. The AHB Arbiter is basically a “traffic controller” which allows the AHB bus to be shared between multiple bus masters such as processors, DMA controllers, and peripheral core master interfaces. The AHB Arbiter uses a round robin priority scheme with Master0 having the default priority. This priority scheme assures that each master equally has its turn at acquiring and completing an AHB bus transaction. Each inactive master is locked out (HLOCK) while the active master has access to the bus to prevent contention. The AHB Arbiter steers all the AHB HWDATA, HADDR, HTRANS, HWRITE, HSIZE and HBURST signaling from each master to the AHB system bus. The AHB Arbiter is delivered as a three master arbiter but can easily be configured to allow up to sixteen AHB bus masters. IP Package the AHB Arbiter package includes fully tested and verified Verilog source. The AHB Arbiter can also be delivered as an FPGA Netlist for Xilinx and Altera FPGAs.

**Fig: 5.** Simulation Result for Master

**Fig: 6.** Simulation Result for Slave

**5. Conclusions**

We have described dynamic on chip replacement of functions disabled by Trojan IC attacks during run time, thereby enabling continued system operation despite the attack. This approach provides not only a way of regenerating compromised on chip function, but does so in a manner that enables seamless system operation during replacement and minimizes performance degradation. AHB protocol designed and measured in terms of reduced area, the cost to protect the Trojans in the system described here was found to be very modest.
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